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Abstract

In recent years it has turned out that only a subclass of indefinites can scope out of
syntactic islands. As data from German suggests, this class corresponds to the class of
quantifiers that can be interpreted as topics and therefore it seems to be desirable to corre-
late topicality and specificity (i.e. wide scope). In this paper, we will argue that the spe-
cific interpretation of indefinites is the result of the application of an illocutionary operator
TopAssert (Topic Assert) to sentences in order to update a common ground. As a conse-
quence of this operation, the topic-marked constituent receives wide scope and relates to the
rest of the clause in a way that corresponds to the intuitive content of the notion ofabout-
nesstopic. Thus the ability to be a topic and to be interpreted specifically is reduced to the
application of one and the same operation to the respective constituents. For this reason,
we predict that only those quantifiers that can take wide scope out of syntactic islands can
be topics. The observation that wide scope phenomena are restricted to only a subclass of
quantifiers (and even indefinites) will be explained by aTopic Condition. This condition
tests the lexical semantics of quantifiers and determines the applicability ofTopAssert on
the basis of a comparison of the aboutness and familiarity definitions we propose.

1 Data

In this section we want to show that the class of those quantifiers, which can take wide scope
out of islands, and the class of quantifiers, which can inhabit topical positions (in German),
coincide.

1.1 Wide Scope Phenomena

In sentences containing multiple quantificational determiner phrases (DPs) local scope inversion
is generally possible. The following two sentences have two readings each – one which reflects
the surface order and one which reflects the inverse order of the quantifiers:

(1) 1. Some girl likes every horse.[∃ � ∀] [∀ � ∃]

2. Every girl likes some horse.[∀ � ∃] [∃ � ∀]

However, strong and weak quantifiers1 seem to behave differently when they occur embedded
in syntactic islands (cf. Reinhart 1997, Winter 1997, Ruys 1999, and many others):

∗We would like to thank Sigrid Beck, Ariel Cohen, Andreas Haida, Stefan Hinterwimmer, Gerhard Jäger,
Manfred Krifka, Robert van Rooij, Roger Schwarzschild, Peter Staudacher, and Ede Zimmermann for ongoing
discussions and valuable comments.

†This paper is going to appear in the Proceedings ofSinn und Bedeutung 8, 2004.
1In the following, we will also refer to weak quantifiers asindefinites. We take it that they are interpreted as

quantifiers which differs from other approaches such as (Kamp and Reyle 1993) or (Heim 1982).
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(2) 1. Some girl will be sad if every horse falls ill.[∃ � ∀] [∗∀ � ∃]

2. Every girl will be sad if some horse falls ill.[∀ � ∃] [∃ � ∀]

Here the reading corresponding to the inverse order of quantifiers involved is not available for
the first sentence whereas it is available for the second. The indefinitesome horseseems to able
to take scope out of an island contrary to the strong quantifierevery horse.

It has been noted however that in those cases where specific readings are possible the distributive
properties seem to stay local. This is calledRuys’ observation(cf. Ruys 1999).

(3) If three relatives of mine die I will inherit a fortune.

Apart from a narrow distributive and a wide collective reading forthree relatives, there is no
wide distributive reading, i.e. (3) does not have the following reading

(4) ∃x1,x2,x3. x1 6= x2∧x1 6= x3∧x2 6= x3∧
∧3

i=1 rel of mine(xi) ∧

IF
∨3

i=1dies(xi) THEN I will inherit a fortune

which may be paraphrased asThere are three relatives of mine and if one of them dies I will
inherit a fortune.2

It has been observed that by far not all indefinites show this island-free scope taking behaviour
(cf. Kamp and Reyle 1993, Abusch 1994, Reinhart 1997, among others):

(5) 1. Every girl will be sad if some horse falls ill.

[∀> ∃] [∃> ∀]

2. Every girl will be sad if three horses fall ill.

[∀> 3] [3 > ∀]

3. Every girl will be sad if at least three horses fall ill.

[∀> at least3] ??[at least3 > ∀]

4. Every girl will be sad if exactly three horses fall ill.

[∀> exactly3] ??[exactly3 > ∀]

5. Every girl will be sad if at most three horses fall ill.

[∀> at most3] *[ at most3 > ∀]

As the table shows, monotone decreasing and non-monotonic quantifiers are excluded from a
wide scope interpretation. This leaves the monotone increasing quantifiers, but as the contrast
betweenthree in 2. andat least threein 3. shows, only a subclass of the monotone increas-
ing quantifiers can actually take exceptional wide scope. This is particularly puzzling if one
considers thatthreeandat least threeare standardly assumed to have the same semantics.

2Abusch (1994) discusses examples where there is a wide scope distributive reading for indefinites. Winter
(1997) on the other hand points out that not only indefinites show distributive wide scope, but that also strong
quantifiers can scope out of the syntactic islands in Abusch’s examples. This means that these are no strong islands
in the first place. Matthewson (1999) mentions that there are very few speakers who do get wide scope distributive
readings also in cases such as (2). There are further examples in (Kempson and Meyer-Viol 2003) which hint
towards the direction that Ruys’ observation does not always hold. At this point, we have no explanation for these
exceptions.
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1.2 Topicality

In German, there are at least two positions that can host topical constituents only. First, there
is a topic position for left dislocated elements (cf. Frey 2000, Jacobs 2001). The only DPs that
can turn up in this position are referential DPs or specific indefinites (Jacobs 2001)3.

(7) 1. ∗Jedes /∗Kein / ??Irgendein / Ein Pferd, das frisst Bananen.
∗Every /∗No / ??Some (or other) / Some horse it eats bananas
’Every horse / No horse / Some horse (or other) / Some horse eats bananas.’

2. ∗Höchstens drei /??Mindestens drei /?Alle / Drei Pferde, die fressen Bananen.
∗At most three /??At least three /?All / Three horse they eat bananas
’At most three / At least three / All / Three horses eat bananas.’

Second, there is a topic position in the German middle field above the sentence adverbial ac-
cording to Frey (2000). This position can only be targeted by constituents that can be interpreted
asaboutnesstopics, which are also referential or specific DPs:

(8) Otto war traurig, weil. . .
Otto was sad because. . .

’Otto was sad because...’

1. ∗kein /??irgendein /?jedes / ein Pferd unglücklicherweise Bananen. . .
∗no / ??some (or other) /?every / some horse unfortunately bananas. . .
’no horse / some horse or other / every horse / some horse has eaten bananas.’
. . .gefressen hat.
. . .eaten has

2. ∗höchstens drei /??mindestens drei /?alle / drei Pferde ungl̈ucklicherweise. . .
∗at most three /??at least three /?all / three horses unfortunately. . .
’unfortunately at most three / at least three / all / three horses have eaten. . .

. . .Bananen gefressen haben.

. . .bananas eaten have

. . .bananas.’

Left dislocation (7) and middle field topics (8) allow those DPs in topical positions which can
also take exceptional wide scope as indicated in (5). For instance, the DPthree horsescan
occupy topical positions, whereasat least three horsesandat most three horsescannot. This
suggests that there is a strong correlation between the wide scope interpretation and the topical
interpretation of DPs.

2 Existing Approaches

2.1 Wide Scope

Unselective Binding of an Individual Variable A strategy that has been investigated by
Heim (1982) is to explain wide scope phenomena by unselectively binding an individual vari-

3Generically interpreted indefinites are also possible in a left-dislocated position:

(6) Ein Hund, der ist meistens grünäugig.
A dog he is usually green-eyed
’A dog usually has green eyes.’

In this paper, we will not comment on this issue.
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able which is introduced in situ by the DP under consideration. As Heim (1982) pointed out,
this mechanism leads to wrong truth conditions:

(9) 1. Every girl will be sad if some horse falls ill.

2. ∃y.IF horse(y) ∧ ill (y) THEN∀x.girl (x)→ is sad(x)

The problem with this representation is that the selection of any non-horse as witness for the
existential quantification makes the formula true, i.e. the formula is true in every model contain-
ing non-horses. This is often referred to as theDonald Duck problemas assigningy to Donald
Duck makes the sentence true.

Choice Functions In the choice function (CF) approach (Reinhart 1997, Winter 1997) the
wide scope readings are derived by unselectively binding a choice function variable which is
introduced in situ by the DP. This circumvents the problem of the previous unselective binding
approach. The problematic reading (9) is represented as follows:

(10) Every girl will be sad if some horse falls ill.

∃ f .CF( f )∧ IF ill ( f (horse)) THEN∀x.girl (x)→ is sad(x)

As the functionf is applied to the set of horses, it necessarily picks a member of this set and the
Donald Duck problemcannot arise. Furthermore the CF approach can account for the locality
of distributive properties (cf. (3)) as follows:

(11) ∃ f .CF( f )∧ IF f (three relatives of mine) die

THEN I will inherit a fortune

As can be seen, the indefinite gets a wide scope interpretation, but at the same time the dis-
tributive properties stay local – intutively speaking, because the indefinite is interpreted in situ
and all its properties remain local as well. Still there are several problems with this approach
(cf. Winter 1997, Ruys 1999, Geurts 2000, von Stechow 2000, Endriss 2002), arising from the
decisive feature of the CF approach, namely the in situ-interpretation of certain indefinites.

2.2 Topicality and Wide Scope

Cresti (1995) correlates the topic interpretation of indefinites to their wide scope interpretation.
The same correlation is the basis of (Portner and Yabushita 2001), where specificity of an in-
definite arises when the restrictor set forms the topic of the sentence. Building on (Portner and
Yabushita 1998), it is proposed that all information of a sentence is stored under an associated
discourse referent which is the sentence’s topic. This relates to the ideas of Reinhart (1982)
and Vallduv́ı (1992). Both approaches restrict their attention to singular indefinites (i.e.a and
some).

2.3 Classification

The before-mentioned approaches either limit their applicability to a certain subclass of wide
scope indefinites (singular ones) or have to stipulate two different interpretation mechanisms
– one, which applies to the class of wide scope quantifiers and another, which applies to the
remaining ones. The following two proposals aim at distinguishing the correct class of wide
scope takers from other quantifiers by taking the semantic properties of the respective quantifiers
into consideration:
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Szabolcsi (1997) The main aim of Szabolcsi (1997) is to explain the scope taking behaviour
of different quantifiers. While focusing on local scope phenomena, she also makes several
predictions concerning exceptional wide scope. Szabolcsi (1997) assumes that there is a specific
position (HRefP) which can be regarded as a wide scope position. Due to the interpretative
mechanism atHRefP, only monotone increasing quantifiers can inhabit this particular position
(referred to as theincreasingness constraintby the author). Therefore non-increasing quantifiers
are excluded from being interpreted inHRefP, but there is still no explanation for the fact that
it is only a proper subclass of the increasing quantifiers that can be interpreted with exceptional
wide scope.

de Swart (1999) The aim of de Swart (1999) is to subdivide weak quantifiers into different
groups according to certain properties they share. She distinguishes three different classes of
indefinites, of which one class is the class of wide scope indefinites we are concerned with in
this paper (class II in de Swart 1999). Building on observations of Partee (1987) and by taking
discourse anaphora into account, de Swart (1999) singles out monotone increasing quantifiers.
By recurrence to a formal notion of referentiality (i.e. type shifting to typee) she explains the
difference between wide scope and other increasing quantifiers: for the former there has to be a
simpleidentity criterion(cf. de Swart 1999, p. 290ff) on the basis of which a plural individual
can be picked. This explanation crucially hinges on what is regarded as asimplecriterion.

In the following we aim at dealing with all of the above-mentioned issues with one uniform
approach: wide scope interpretation, topicality and the correct classification based on inherent
semantic properties of the quantifiers involved.

3 Technical Preliminaries

We will briefly review the technical preliminaries we build our system upon. At first, we
will make use of the concepts ofDynamic Semantics(cf. Staudacher 1987, Groenendijk and
Stokhof 1991, Kamp and Reyle 1993). Thus we will speak ofdiscourse referents(DR in short)
andaccessibilityconcerning anaphoric reference. Although we phrase our approach in terms of
Dynamic Predicate Logic(Groenendijk and Stokhof 1991) nothing hinges on this choice. Fur-
thermore we adopt the view that a speaker’s utterance leads to an update of acommon ground
(as e.g. Krifka 1992).

3.1 Quantifier Semantics

In this section we review empirical findings concerning the semantics of generalized quantifiers,
which are related to anaphoric possibilities and exhaustivity. We propose a modification of the
standardly assumed semantics towards a definition using plural dynamic effects to accommo-
date the facts in the spirit of Kadmon (1985). The following pair of examples illustrates the
difference regarding anaphoric possibilities betweenthreeandat least three– the latter allows
only for exhaustive anaphoric reference (cf. Kadmon 1985, Kamp and Reyle 1993)4:

(12) 1. Yesterday, three men were at the party. They all wore a hat. (not exhaustive).

2. Yesterday, at least three men were at the party. They all wore a hat.(exhaustive)

4Reinhart (1997, p. 385) discusses this phenomenon (and assigns its observation to Kamp and Reyle (1993)),
but she does not come to the conclusion that these findings should be reflected in the semantics of the respective
quantifiers.
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The first sentence of the statement in (12.1), containing the GQ forthree men, agrees with
a situation in which there were more than three men at yesterday’s party. With the second
sentence, the speaker does not assert that more than three men wore a hat:Theyin the second
sentence refers to a set of three men, irrespective of how many men were at yesterday’s party.

men party-goers
They

The facts are different for the statement in (12.2). The first sentence of (12.2) agrees with
exactly the same situation as the first sentence of (12.1). However, in contrast to (12.1), the
speaker asserts with the second sentence that more than three men wore a hat, given that more
than three men were at yesterday’s party. To be more precise: if six men were at yesterday’s
party, the anaphorTheycan only refer to the set of all six men that were at the party and not to
a set of five or four.

men party-goers

They

Our aim is to account for these findings directly by changing the semantics of the respective
quantifiers5. This has been proposed by (Kadmon 1985). The idea is to define the quantifiers in
a dynamic setting such that they employ existentially quantified discourse referents which allow
directly for the respective (non-)exhaustive reference. This then yields the following semantics
for a numeral determinern:

(13) n ; λP.λQ.∃X.|X|= n∧X ⊆ P∩Q

This definition contains one existentially bound plural variable (of type〈e, t〉) which will there-
fore be dynamically accessible in further discourse. It refers to asubsetof the intersection
of restrictor and nucleus (i.e. to a subset of the set ofP which Q) and thus we shall call it a
non-exhaustive quantifier.

For at least nthe semantics has to be changed only slightly to account for the exhaustivity
effects seen above:

(14) at least n ; λP.λQ.∃X.|X| ≥ n∧X = P∩Q

Again one existentially bound plural variable is introduced but this time it refers to theentire
intersection of restrictor and nucleus (i.e. to the entire set ofP which Q) and thus we shall call
it anexhaustive quantifier.

This gives us the following quantifier semantics:

5This approach differs from the one proposed in (Kamp and Reyle 1993), where exhaustivity is accounted for
by means of an additionalabstractionoperation.
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(15) n ; λP.λQ.∃X.|X|= n∧X ⊆ P∩Q

at least n ; λP.λQ.∃X.|X| ≥ n∧X = P∩Q

exactly n ; λP.λQ.∃X.|X|= n∧X = P∩Q

at most n ; λP.λQ.∃X.|X| ≤ n∧X = P∩Q

Note that concerning static truth conditions the semantics forn andat least nare equivalent, as
it is commonly assumed. With respect to dynamic semantics however, these definitions account
for the facts concerning exhaustivity. Together with the following approach to topic/wide scope
interpretation, they allow for the correct classification of topic/wide scope quantifiers to be
derived.

3.2 Structured Meanings

Following (Krifka 1992) and (von Stechow 1989), we make use ofstructured meanings. Re-
sembling the treatment of focus in (Krifka 1992) the representation of an expression containing
a topic-marked constituent is structured into a topic componentαT (representing the semantics
of the topic-marked constituent) and a comment componentαC such that the entire represen-
tation is of the form〈αT ,αC〉. The conventional meaning of the expression can be derived by
applying the commentαC to the topicαT .

The following definition of functional application with structured meanings is taken from (Krifka
1992):

(16) 1. 〈αT ,αC〉(β) = 〈αT ,λX.[αC(X)(β)]〉 whereX is of the same type asαT

2. β(〈αT ,αC〉) = 〈αT ,λX.[β(αC(X))]〉 whereX is of the same type asαT

This definition ensures that the information about topic-marked sub-constituents is inherited to
larger constituents while functional application is carried out.

The following small grammar (together with semantic composition rules) serves as the basis to
derive the syntactic analysis of our example sentences:

Grammar:

S → NP VP

JSK = JNPK(JVPK)
S → IF S1 THEN S2

JSK = λp.λq.(p→ q)(JS1K)(JS2K)
NP → Det N

JNPK = JDetK(JNK)
[C]T → C

J[C]TK = 〈JCK,λX.X〉 whereX is of the same type asJCK

The last rule states that topic-marked phrases are translated as topic-comment-structures. The
following lexicon uses the new definition of generalized quantifiers as given in the preceding
section.
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Lexicon:
horse ; horse(et)
horses ; horse(et)
sleep ; sleep(et)
three ; λP.λQ.∃X.|X|= 3∧X ⊆ P∩Q
at most three ; λP.λQ.∃X.|X| ≤ 3∧X = P∩Q
every ; λP.λQ.∀x.P(x)→Q(x)

We illustrate the interplay of structured meanings, the grammar and the lexicon with two simple
examples:

(17) [ Three horses]T sleep.

〈λQ.∃X.|X|= 3∧X ⊆ horse∩Q,λR .R 〉 sleep

〈λQ.∃X.|X|= 3∧X ⊆ horse∩Q,λR .R (sleep)〉
��������

PPPPP

As mentioned above the conventional meaning of this sentence can be derived by applying the
comment component to the topic component:

λR .R (sleep)(λQ.∃X.|X|= 3∧X ⊆ horse∩Q) ≡ ∃X.|X|= 3∧X ⊆ horse∩ sleep

(18) If [ three horses]T sleep thenφ.

If 〈λQ.∃X.|X|= 3∧X ⊆ horse∩Q,λR .R 〉 sleep then φ

〈λQ.∃X.|X|= 3∧X ⊆ horse∩Q,λR .R (sleep)〉

〈λQ.∃X.|X|= 3∧X ⊆ horse∩Q,λR .(R (sleep)→ φ)〉

��
��

PPPPP

�
�

�
�

��

PPPPP

Again the application of the comment component to the topic component yields the conventional
meaning, which is the narrow scope reading forthree horses:

λR .(R (sleep)→ φ)(λQ.∃X.|X|= 3∧X⊆ horse∩Q) ≡ ((∃X.|X|= 3∧X⊆ horse∩sleep)→ φ)

4 A Topic Theory of Wide Scope Phenomena

In our approach, the topical status of the quantifier under consideration is responsible for its
wide scope interpretation. According to (Reinhart 1982), the topic of a sentence can be taken
to be the entity the sentence isabout. This is called theaboutnessfunction of a topic. A topic
can then be understood as theaddress(Jacobs 2001) or thelink (Vallduv́ı 1992) which (sloppily
speaking) points to a place where the information conveyed by the sentence will be stored. This
explains why only certain entities can function as aboutness topics as they have to be able to
providesensibleaddresses.

Another concept relating to topics isfamiliarity. If a topic is familiar it has been introduced
previously. In more formal terms this means that a discourse referent for this topic already exists
in the common ground, which in turn means that the information conveyed by the sentence can
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straightforwardly be added to the common ground. Therefore the common ground can be simply
updated with the conventional meaningαC(αT). By this definition only individuals (and sets)
can be familiar as only they can be referred to by discourse referents. In particular, quantifiers
(and other expressions of non-individual and non-set type) cannot be familiar as such.

However, it is known (see (7) and (8)) that certain quantifiers can still function as aboutness
topics of a sentence. In this case, we assume that a sensible address/link has to be created. More
formally this comes down to the creation of a sensible discourse referent that stands proxy
for the quantifier in question. Exactly this is the decisive criterion for separating the topical
quantifiers from others: while the former allow for the creation of a sensible discourse referent,
the latter fail to do so.

In the following sections we will formally spell out these ideas and intuitions. First we will de-
fine what it means (for a quantifier) to provide a sensible address/discourse referent, which will
lead to a condition on the semantics on quantifiers. ThisTopic Conditionwill serve to separate
the class of topical/wide scope quantifiers from its complement class. Finally an illocutionary
operatorTopAssert (Topic Assert) implements the update of the common ground.

4.1 Creating a Topic Discourse Referent

First we will define what it means for a quantifier to provide a sensible discourse referent, which
can be used as the address in the aboutness topic sense. So let us assume that we have to deal
with a topic marked quantifier such as in example (18), i.e. with a quantifier that ends up as the
topic componentαT of the sentence under consideration. Creating a new discourse referent for
the quantifierαT means:

1. to take a sensiblewitnessfor the quantifier, then

2. to create a DRP for this witness, and finally

3. to let this DR function as topic in place of the quantifierαT itself.

This creation of a new topic corresponds to the procedure Szabolcsi (1997) proposes for a DP
in HRefP.6 Formalizing these steps we arrive at the following schema:

(19) ∃P. P is a witness forαT ∧ αC(P)

Here the phraseP is a witness forαT is used to describe the operation in 1., which is needed to
find a sensible witnessP for the topical quantifierαT . The existential binding ofP corresponds
to 2., the creation of a DR forP. Finally 3. is implemented by applyingαC to P instead ofαT ,
which would yield the conventional meaning. A good witness candidate to represent the entire
quantifierαT would be an element of the quantifier which does not contain any ’disturbing’
elements. This is aminimal witness setin the sense of (Barwise and Cooper 1981). For every
setP and generalized quantifierq a predicatemin(P,q) can be defined which is true, iffP is a
minimal set7 with respect to the elements ofq:

(20) min(P,q) = ∀Q(q(Q)→ P⊆Q)
6Szabolcsi (1997) speculates that those DPs that can introduce discourse referents over witness sets might be

”topics in some generalized sense” (p. 150). Beghelli and Stowell (1997) take it that ”it is possible that our Spec
of RefPposition can be identified with the topic position” (p. 76). We take these intuitions seriously and build our
proposal on the intuition that topicality and wide scope are closely tied together.

7We actually define only minimal sets, but it can be shown that for every quantifier minimal and minimal
witness sets coincide.
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Now we can formalize point 2. and replace the phraseP is a witness forαT in (19) by the
formal statementαT(P)∧min(P,αT) saying thatP is a minimal (witness) set ofαT :

(21) ∃P.αT(P)∧min(P,αT) ∧ αC(P)

As αC is necessarily of a type that can be applied toαT , there will be a type conflict whenever
αC is applied to the setP∈ αT . These type conflicts are resolved by type shiftingP as follows:

(22) P ; λQ.∀x.P(x)→Q(x)

Note that this type shift corresponds to inherent distribution ofP overQ, which will basically
distributeP over the predicate inαC (such assleep), to which the quantifierαT applies8.

4.2 The Topic Condition

Now that the creation of a discourse referent from a quantifier has been defined by (21) we can
derive a formal condition on the semantics of quantifiers which tells us wether this operation
yields a sensible result. This condition is called theTopic Condition(TC), because by checking
for a sensible result it determines wether the quantifier in question (i.e. the quantifier which
is topic-marked and ends up in the topic componentαT) can actually function as anaboutness
topic. To achieve this, theaboutnesscase

∃P.αT(P)∧min(P,αT)∧αC(P)

(i.e. the case where a DR has to be created) is compared to the simplerfamiliarity caseαC(αT)
for certainsimple comments. The intuition behind the test is that the aboutness function of
a topic should differ only minimally from the familiarity function, i.e. only in the creation of
an additional address/link/discourse referent which serves to store the information of the sen-
tence. Spelled out more technically, for simple comments the two cases should not at all differ
concerning truth conditions and they should only differ in anon-destructiveway concerning
anaphoric potential.

Definition (Topic Condition)

A quantifierq fulfills the Topic Conditionif for all setsY

(23) 1. ∃P.q(P)∧min(P,q)∧
(
λR .R (Y)

)
(P) ≡

(
λR .R (Y)

)
(q) and

2. all anaphoric possibilities which are available inc+
(
λR .R (Y)

)
(q) remain avail-

able inc + ∃P.q(P)∧min(P,q)∧
(
λR .R (Y)

)
(P).

HereλR .R (Y) takes the place ofαC and is what we regard as a simple comment.

According to this definition a quantifierq fulfills the TC if for certain general simple cases
1., the creation of the DR has no truth conditional effect w.r.t. a standard context update. 2.,
dynamically speaking, the introduction of a new DR does not destroy already existing anaphoric
possibilites, but only adds a new possible topic that can be referred to in subsequent discourse.

8If this was a collective predicate (such asmeet) one would not have to shift the type ofP and could applyαC

to P in a straightforward manner. In this case however one would have to extend the entire proposal to deal with
plural semantics and the collective/distributive distinctions.
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4.3 Quantifier Classification

Note that by this definition the Topic Condition is a condition on the semantics of a quantifier
and thus is independent of the actual configuration the quantifier appears in. In the following
we will show that the TC is capable of deriving the correct classification of quantifiers into
topical/wide scope quantifiers and their complement class.

Non-increasing Quantifiers Monotone decreasing and non-monotonic quantifiers do not pass
point 1. of the Topic Condition. After application of the type shift (22) we arrive at the equiva-
lence

(24) ∃P.q(P)∧min(P,q)∧P⊆Y ≡ q(Y)

which does not hold for all setsY. For instance, takingat most three horsesas an example for a
monotone decreasing quantifierq this reduces to

(25) ∃P.P = /0∧P⊆Y 6≡ ∃X.|X| ≤ 3∧X = horse∩Y

Here it is obvious that the equivalence does not hold: the left hand side is tautological whereas
the right hand side is the (non-tautological) semantics ofat most three horses.

This fact about non-increasing quantifiers follows directly from findings in (Barwise and Cooper
1981) where it is shown that the assumed procedure of existential quantification over a minimal
witness set has no truth conditional effect only for monotone increasing quantifiers. The above
mentionedincreasingness constraintof (Szabolcsi 1997) aims at an explanation along the same
lines.

Increasing Quantifiers As mentioned before monotone increasing quantifiers pass point 1.
of the Topic Condition. However, point 2. is only passed bynon-exhaustivequantifiers (cf.
section 3.1). Thereforeexhaustivequantifiers such asat least three horsesfail point 2. because

(26) c + ∃P.|P|= 3∧P⊆ horse∧P⊆Y

does not have all of the anaphoric possibilies of

(27) c + ∃X.|X| ≥ 3∧X = horse∩Y

The standard quantifiers semantics shown in (27) allowsX to refer to sets of cardinality greater
than three (cf. 12). Introduction of a topic DR in (26) destroys these anaphoric possibilities for
P. P can only refer to a minimal witness which contains exactly three horses. In this respect, the
introduction of a new topic would be destructive and thusat least three horsesfails the Topic
Condition. On the other hand,three horsesas a non-exhaustive quantifier passes the TC because
the lexical semantics only allows for reference to sets of three horses, which are the minimal
witness sets of the quantifier.

Thus the Topic Condition rules out monotone decreasing, non-monotonic, and monotone in-
creasing exhaustive quantifiers. These quantifiers cannot be interpreted as topical quantifiers
and therefore the Topic Condition yields the desired classification:
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TC failed/non-topical TC passed/topical

at most n n

exactly n some

at least n a

. . . every

all

It might be surprising that the strong quantifierseveryandall are classified as topical quantifiers
by the TC, but it will be shown that this assumption does no harm.

4.4 Topic Assert

Eventually we propose an illocutionary operatorTopAssert (Topic Assert) which applies to a
common groundc and a structured meaning representation〈αT ,αC〉 of a sentence. It performs
the update of the common ground by taking the status of the topic marked constituentαT under
consideration as follows9:

(28) TopAssert(〈αT ,αC〉)(c)

=


c + αC(αT) if αT is accessible inc

c + ∃P.αT(P)∧min(P,αT)∧αC(P) if αT fulfills the Topic Condition

undefined else

The first case of theTopAssert definition deals with familiar topics: if the DR forαT is already
accessible in the common ground then an update with the conventional meaningαC(αT) is car-
ried out. The second case formalizes what it means to be an aboutness topic: if the topic-marked
expressionαT passes the TC a new DR is created (as explained above) and the appropriate up-
date is performed. Thus the application ofTopAssert is only defined if the topic-marked con-
stituent is either familiar or fulfills the Topic Condition. By this definition only constituents that
pass the Topic Condition can be unfamiliar aboutness topics in this sense. As can be seen the
update in the aboutness case leads to a wide scope reading of the respective quantifier which
will be illustrated in the following section.

5 Deriving Wide Scope via Topicality

To illustrate our proposal let us start with the simple example (17), repeated here as (29).

(29) [ Three horses]T sleep.

The application of the illocutionary operatorTopAssert to the structured meaning representa-
tion, which has been derived in (17), and to some common groundc yields the following update.

TopAssert(〈λQ.∃X . . . ,λR .R (sleep)〉)(c)

= c+∃P.(∃X.|X|= 3∧X ⊆ horse∩P)∧min(P,λQ.∃X . . .)∧λR .R (sleep)(P)

= c+∃P.(∃X.|X|= 3∧X ⊆ horse∩P)∧min(P,λQ.∃X . . .)∧P⊆ sleep

9Here,P is a new discourse referent.
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In this examplethree horsesis the sentence topic. Being a quantifier,three horsescannot already
have been established, i.e. cannot be accessible in the common ground. For this reason, the first
case of theTopAssert definition (28) is not applicable. Therefore the second case comes into
play, becausethree horsesis a non-exhaustive, increasing quantifier which passes the TC. Thus
a new discourse referentP which refers to a set of three horses is established and the respective
update is performed.

To see how exceptional wide scope readings of the type discussed in the first chapter can be
derived we consider example (18) again, repeated as (30).

(30) If [ three horses]T sleep thenφ.

The structured meaning representation of this example has been derived in (18) and the appli-
cation ofTopAssert yields the following result:

TopAssert(〈λQ.∃X . . . ,λR .(R (sleep)→ φ)〉)(c)

= c+∃P.(∃X.|X|= 3∧X ⊆ horse∩P)∧min(P,λQ.∃X . . .)∧λR .(R (sleep)→ φ)(P)

= c+∃P.(∃X.|X|= 3∧X ⊆ horse∩P)∧min(P,λQ.∃X . . .)∧ (P⊆ sleep→ φ)

Here the reasoning is analogous to the above example (29). However, due to the structure of
the sentence, an interpretation is generated, in whichthree horsestakes wide scope over the
if -clause. The formula the context is updated with can be paraphrased as: there is a minimal
witness setP of three horses(i.e. a set containing exactly three horses) and if each of the
elements inP sleeps, thenφ. This is the desired wide scope reading, where the distributivity
stays local.

As mentioned above the universal quantifierseveryandall pass the Topic Condition by defini-
tion. Therefore, in a case like

(31) If [ every horse]T sleeps thenφ.

the second (aboutness) case of theTopAssert definition is applicable10 just as in the case of (30).
The result of the application ofTopAssert is as follows:

(32)

TopAssert(〈λQ.∀x. . . ,λR .(R (sleep)→ φ)〉)(c)

= c+∃P.(∀x.horse(x)→ P(x))∧min(P,λQ.∀x. . .)∧λR .(R (sleep)→ φ)(P)

= c+∃P.(∀x.horse(x)→ P(x))∧min(P,λQ.∀x. . .)∧ (P⊆ sleep→ φ)

The unique minimal witness set of the quantifierevery horseis the set of horses. ThereforeP
can be replaced by this set in the last conjunct and the existential quantification together with
the first two conjuncts can be omitted. This yields the following result:

(33) c+(horse⊆ sleeps)→ φ

Obviously this represents the narrow scope interpretation of the sentence. Thus we predict that
every horsecan be topic marked, but because of the equivalence of the wide scope and the
narrow scope reading, it onlyseemsas if there was no wide scope reading.

In an ill-formed case of topic-marking such as

10(Beghelli and Stowell 1997) as well as (Szabolcsi 1997) also assume that universal quantifiers can be inter-
preted inDistPwhere they pick a witness set from the quantifier.
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(34) If ∗[ at most three horses]T sleep thenφ.

the reasoning is as follows. Againat most three horsesas a quantifier cannot be familiar as such
and thus the first case ofTopAssert is not applicable. But in this case the second (aboutness)
case is not applicable either, becauseat most three horsesdoes not pass the TC (as explained
above). Therefore only the third case remains and the result of any potential update is undefined.
This explains whyat most three horsescannot function as topic, i.e. cannot be topic marked and
in turn cannot be interpreted in a wide scope reading.

6 Conclusion

In our system the ability to be a topic and to be interpreted specifically is reduced to the appli-
cation of one and the same operation to the respective constituents.We are able to 1. simulta-
neously account for the exceptional wide scope behaviour and topicality of certain indefinites
(without assuming in-situ-interpretation as e.g. in the Choice Function approaches), 2. give
a purely semantic criterion (the Topic Condition) to single out this class of indefinites, and 3.
provide a formal definition of the notion of aboutness topic.
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